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Abstract

Evaluating forecasts is essential in order to understand and improve forecasting and
make forecasts useful to decision-makers. Much theoretical work has been done on the
development of proper scoring rules and other scoring metrics that can help evaluate fore-
casts. In practice, however, conducting a forecast evaluation and comparison of different
forecasters remains challenging. In this paper we introduce scoringutils, an R package that
aims to greatly facilitate this process. It is especially geared towards comparing multiple
forecasters, regardless of how forecasts were created, and visualising results. The package
is able to handle missing forecasts and is the first R package to offer extensive support for
forecasts represented through predictive quantiles, a format used by several collaborative
ensemble forecasting efforts. The paper gives a short introduction to forecast evaluation,
discusses the metrics implemented in scoringutils and gives guidance on when they are
appropriate to use, and illustrates the application of the package using example data of
forecasts for COVID-19 cases and deaths submitted to the European Forecast Hub be-
tween May and September 2021.
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1. Introduction

Good forecasts are of great interest to decision makers in various fields like finance (Timmer-
mann 2018; Elliott and Timmermann 2016), weather predictions (Gneiting and Raftery 2005;
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Kukkonen et al. 2012) or infectious disease modelling (Reich et al. 2019; Funk et al. 2020;
Cramer et al. 2021; Bracher et al. 2021b; European Covid-19 Forecast Hub 2021). Throughout
the COVID-19 pandemic, forecasting has garnered widespread interest from policy makers
and the general public, with several collaborative forecasting efforts (“Forecast Hubs”) being
established (Reich et al. 2019; Cramer et al. 2020; European Covid-19 Forecast Hub 2021;
7). Forecast evaluation is an integral part of assessing and improving the usefulness of fore-
casts. For decades, researchers, especially in the field of weather forecasting, have therefore
developed and refined an arsenal of techniques to evaluate predictions (see for example Good
(1952), Epstein (1969); Murphy (1971); Matheson and Winkler (1976), Gneiting, Balabdaoui,
and Raftery (2007), Funk, Camacho, Kucharski, Lowe, Eggo, and Edmunds (2019), Gneiting
and Raftery (2007), Bracher, Ray, Gneiting, and Reich (2021a)).

Various R (R Core Team 2021) packages cover a wide variety of scoring rules, plots and other
metrics that are useful in assessing the quality of a forecast. Existing packages are well suited
to evaluate the quality of a single forecast or to compare the performance of several models
on a single target variable (we’ll be using the terms “model” and “forecaster” interchange-
ably). One particular challenge, however, is dealing with multidemsionality: evaluating and
comparing forecasts from several models across multiple dimensions such as time, space, and
different types of targets.

Packages such as scoringRules (Jordan, Kriiger, and Lerch 2019), Metrics (Hamner and Frasco
2018), MLmetrics (Yan 2016), verification (Laboratory 2015), or SpecsVerification (Siegert
2020), which provide an extensive collection of scoring rules and metrics, usually operate
on vectors and matrices. Applying them to multiple forecasts across several dimensions can
therefore be cumbersome. Some packages like scoring (Merkle and Steyvers 2013) operate
on a data.frame and use a formula interface, making this task easier. However, scoring only
exports a few scoring rules and does not provide a general interface or framework that would
allow users to conduct forecast evaluations in which they can apply arbitrary scoring rules to
data.

Some packages such as tscount (Liboschik, Fokianos, and Fried 2017), topmodels (Zeileis and
Lang 2022), GLMMadaptive (Rizopoulos 2023) or ¢vGEE (Rizopoulos 2019) provide useful
scoring metrics and plots, but those are only accessible if the forecasts were generated in a
particular way. tscount, for example, requires an object of class tsglm, topmodels requires an
object of class 1m, glm, crch or disttree, GLMMadaptive requires an object of class MixMod
and cvGEE requires an object of class geeglm. These tools are by their nature not generally
applicable to all use cases practitioners might encounter.

yardstick (Kuhn, Vaughan, and Hvitfeldt 2023a), which builds on the tidymodels (Kuhn and
Wickham 2020) framework, is the most general other forecast evaluation package. It allows
users to apply arbitrary scoring rules to a data.frame of forecasts, regardless of how they were
created. The frameworks is flexible and easily extendable, and also addresses the issue of
scoring forecasts across various dimensions. However, yardstick is primarily focused on point
forecasts and classification tasks. It currently lacks general support for probabilistic forecasts
(forecasts in the form of a full predictive distribution, represented e.g. by a set of quantiles
or samples from the forecast distribution). Probabilistic forecasts are desirable, as they allow
decision makers to take into account the uncertainty of a forecast (Gneiting et al. 2007), and
are widely used, e.g. in Meteorology or Epidemiology. fabletools (O’Hara-Wild, Hyndman,
and Wang 2023) offers some functionality to evaluate probabilistic forecasts, but is not fully
general as scoring is tied to specific object classes and users cannot easily supply their own
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scoring rules.

scoringutils aims to fill the gap in the ecosystem by providing a general-purpose tools as
well as a framework for the evaluation of (probabilistic) forecasts across multiple dimensions
using wide variety of user-provided scoring rules. Notably, scoringutils is the first package
to offer extensive support for probabilistic forecasts in the form of predictive quantiles, a
format that is currently used by several infectious disease Forecast Hubs (Reich et al. 2019;
Cramer et al. 2020; European Covid-19 Forecast Hub 2021; 7). The package provides wide
functionality to check the data and diagnose issues, to visualise forecasts and missing data,
to transform data before scoring (Bosse, Abbott, Cori, van Leeuwen, Bracher, and Funk
2023), to apply scoring rules to data, to handle missing forecasts, to aggregate scores and to
visualise the results of the evaluation. scoringutils makes extensive use of data.table (Dowle
and Srinivasan 2023) to ensure fast and memory-efficient computations. The package aims to
be flexible and extendable, providing multiple generics and methods that users can expand
on.

Many practitioners who develop models are not experts in forecast evaluation and do not have
a deep understanding of the various scoring rules or know which one to apply. scoringutils aims
to make the task of evaluating forecasts more accessible to inexperienced users by providing
sensible defaults in addition to extensive function documentation. Explanations of the default
metrics, as well as vignettes and case studies help users to understand how to use the package
and interpret results.

Currently, there exists a large number of packages with partly overlapping functionality.
In addition to the already mentioned packages, surveillance (Meyer, Held, and Hohle 2017),
predtools (Sadatsafavi, Safari, and Lee 2023), probably (Kuhn, Vaughan, and Ruiz 2023b) are
notable for the scoring rules, plots, and tools they provide to verify and handle forecasts. For
inexperienced practitioners, the large number of packages and functions can be overwhelming.
scoringutils aims to bridge the gap between existing packages and to make it easier to work
with different packages in the ecosystem a coherent way. It does this firstly by providing
extensive vignettes and case studies that illustrate how functions from different packages can
be used together. Secondly, it provides helper functions to convert to and from the formats
used in different packages, where those are not immediately compatible, making it easy to
use different packages in a single workflow. In the future, we also aim to provide interfaces to
common modelling packages such as odin in order to allow for a closer integration of modelling
and evaluation.

scoringutils currently does not handle all possible kinds of prediction formats supported by
other packages. For example, it does not support multiclass predictions, or scoring forecasts
that are specified as a closed-form distribution. However, we plan to add support for these
to the package in the near future, as well as support for scoring multivariate forecasts that
specify a joint distribution across targets.

The remainder of this section will provide an overview of the fundamental ideas behind
forecast evaluation. Section ?? will give a detailed theoretical explanation of the evaluation
metrics in scoringutils and when to use them. Section 7?7 will demonstrate how to conduct an
evaluation in scoringutils using forecasts of COVID-19 submitted to the European Forecast
Hub (European Covid-19 Forecast Hub 2021) as a case study. In the following we will use
the words “model” and “forecaster” interchangeably, regardless of how forecasts were actually
generated.
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2. Package overview

The following section gives an overview of the main functionality of scoringutils. Everything
will be illustrated using the example data. An overview of all existing functions can be seen
on https://epiforecasts.io/scoringutils.

2.1. Basic workflow

scoringutils supports two basic workflows (see Figure ??). One option is for users to score
their forecasts directly using the scoring rules exported by scoringutils in a format based on
vectors and matrices. Those functions that can be called directly on a set of vectors and
matrices and return a single vector of scores will consistently be called “scoring rules” in
the following. Most users, however, will interact with scoringutils through a more convenient
framework based on a data.frame-like structure (internally, data.table (Dowle and Srinivasan
2023) is used).

A Input  ______, scoringrule
(vector, matrix)

Input
(data.frame)

!

Create and validate
forecast object

diagnose <—J '
transform forecasts, compute relative

add additional info scores

N L visualise J /

Figure 1: Illustration of the workflow for working with scoringutils.

———————— score ———> summarise scores

2.2. Forecast types

Forecasts differ in the exact prediction task and in how the forecaster chooses to represent their
prediction. To distinguish different kinds of forecasts, scoringutils uses the term “forecast
type” (which is more a convenient classification than a formal definition). At the moment,
scoringutils distinguishes four different forecast types: “binary”, “point”, “quantile” and
“sample” forecasts (support for more forecast types is planned for the future).

“Binary” denotes a probability forecast for a binary (yes/no) outcome variable. This is
sometimes also called “soft binary classification”. “Point” denotes a forecast for a continuous
or discrete outcome variable that is represented by a single number. “Quantile” or “quantile-
based” is used to denote a probabilistic forecast for a continuous or discrete outcome variable,
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with the forecast distribution represented by a set of predictive quantiles. While a single
quantile would already satisfy the requirements for a quantile-based forecast, most scoring
rules expect a set of quantiles which are symmetric around the median (thus forming the
lower and upper bounds of central “prediction intervals”) and will return NA if this is not the
case. “Sample” or “sample-based” is used to denote a probabilistic forecast for a continuous or
discrete outcome variable, with the forecast represented by a finite set of samples drawn from
the predictive distribution. A single sample technically suffices, but would to very imprecise

results.

Forecast types (in the data.frame framework) are determined based on the names and the
type of the columns present in the input. Table 2 shows the expected input format for each
forecast type. Forecast types that are planned, but not currently supported, are greyed out.
Input formats for the scoring rules that can be called directly follow the same convention,
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with inputs expected to be vectors or matrices.

Forecast type

Input for score(): a data.frame with

column type
Soft classification observed factor with 2 levels
(prediction is probability) | predicted numeric [0,1]
Binary
Classification
numeric
Point forecasts Discrete, Continuous obse r"ved .
predicted numeric
observed numeric
Sample format predicted numeric
sample_id numeric
observed numeric
_— Discrete Quantile format predicted numeric
Probabilistic forecast Continuous quantile_level | numeric[0,1]

2.3. Classes

scoringutils uses separate classes that correspond to the different forecast types. Those are
currently forecast_binary, forecast_point, forecast_quantile, and forecast_sample.

Figure 2: Table with different input formats.
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These classes are used to allow for dedicated input checks and sensible defaults for the scoring
rules to be applied to the forecasts.

They come with a constructor, new_forecast (), a generic validator, validate_forecast ()
(which dispatches to a specialised validator method depending on the class of the input), and
a convenient wrapper function as_forecast(). as_forecast () determines the forecast type
of the input, constructs the class and validates the input. The process is illustrated in Figure
3. All classes also have a print() method designed to provide helpful information to the
user.

input
l inspect further
as_forecast() output
L J score()
¢ determines forecast » construcsts forecast object « validates forecast object
type based on input J, l

new_forecast(data, type) validate_forecast()
constructs an object of class
c(forecast_[type], data.table, data.frame) J,

with additional attributes lidate f €. Tt
$forecast_type validate_forceast.forecast_[type]

$forecast_unit « checks inputs and throws
makes sure that a model column is present warnings, errors, messages

Figure 3: Illustration of the process of creating a ‘forecast‘ object.

2.4. Example data

The example data included in the package and used in this paper consists of one to three week
ahead forecasts made between May and September 2021 for COVID-19 cases and deaths from
four different forecasting models. It represents a small subset of short-term predictions for
COVID-19 cases and deaths submitted to the European Forecast Hub (European Covid-19
Forecast Hub 2021). One to four week ahead predictions of different COVID-19 related targets
were submitted to the Forecast Hub each week in a quantile-based format. The full official hub
evaluations, which also use scoringutils, can be seen at https://covidl9forecasthub.eu/.
The example data was converted to all the different forecast types used in scoringutils, in order
to illustrate the workflows and provide users with a reference for the correct input formats.
The example data also contains observations without corresponding forecasts, both for the
purposes of plotting the data and to make the example data more realistic. The stored data
sets are called example_quantile, example_continuous, example_integer, example_point
and example_binary.

Here is the output of validating the example data:

R> library(scoringutils)
R> print(example_quantile, 2)

location target_end_date target_type observed location_name
1: DE 2021-01-02 Cases 127300 Germany
: DE 2021-01-02 Deaths 4534 Germany
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20544 : IT 2021-07-24 Deaths 78 Italy
20545: IT 2021-07-24 Deaths 78 Italy
forecast_date quantile predicted model horizon
1: <NA> NA NA <NA> NA
2: <NA> NA NA <NA> NA
20544 : 2021-07-12 0.975 611 epiforecasts—EpiNow2 2
20545: 2021-07-12 0.990 719 epiforecasts-EpiNow2 2

R> validated <- validate(example_quantile)
R> class(validated)

[1] "scoringutils_quantile" "data.table"
[3] "data.frame"

2.5. Diagnostic functions that provide additional information about the data

In addition to printing the validated objects, users can call a variety of different functions to
obtain more information about the data and to visualise it. Functions that provide this kind
of additional information usually are named starting with get_.

get_forecast_type() infers the forecast type from a data.frame and returns a single string
(one of “binary”, “point”, “sample” or “quantile”). get_forecast_unit() returns a vector
with the names of the columns that uniquely define a single forecast (see Section 3.4 below

for more information).

get_forecast_counts() returns forecast counts, which is helpful to obtain an overview of
missing forecasts. This can impact the evaluation, if missingness correlates with performance.
Users can specify the level of summary through the by argument. For example, to see how
many forecasts there are per model and target_type, we can run

R> forecast_counts <- available_forecasts(
+ example_quantile, by = c("model", "target_type", "forecast_date")

+ )

This returns an object of class forecast_counts. We can visualise the results by calling
plot () on the object (Figure 4).

R> library(ggplot2)

R> plot(forecast_counts, xvar = "forecast_date") +
+ facet_wrap(~ target_type) +

+ labs (y = "Model", x = "Forecast date")

2.6. Visualising the data

Work in progress
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Figure 4: Forecast counts for the example data.

R> example_quantile >
make_na(what = "truth",
target_end_date > "2021-07-15",
target_end_date <= "2021-05-22") 7>}
make_na(what = "forecast',

forecast_date != "2021-06-28") }>V

plot_predictions(x = "target_end_date", by = c("target_type", "location")) +

aes(colour = model, fill = model) +
facet_wrap(target_type ~ location, ncol = 4, scales = "free_y") +

+
+
+
+
+ model != "EuroCOVIDhub-ensemble',
+
+
+
+
+ labs(x = "Target end date")

3. Scoring forecasts

scoringutils offers two ways of scoring forecasts: Users can either call different scoring rules
directly on vectors and matrices or use the function score() on a data.frame (or similar) to
apply multiple scoring rules at once.

3.1. score()

The score() is the workhorse of the package. It takes as input either an object of class
forecast_* or a data.frame (or similar) with forecasts, as well as a list of functions (the
scoring rules). The function then applies those scoring rules to the input. Additional argu-
ments can be passed down to the scoring rules via .... score() is a generic function that
dispatches to different methods depending on the class of the input.

score.default () is the default method that is used if as_forecast () has not yet been called
on the input. score.default() calls as_forecast() and then calls score() again in order
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to dispatch to the appropriate method. The method then validates the input again, applies
the scoring rules, and returns a data.table with the scores. The process is illustrated in
Figure 5.

input
l score.forecast_binary()
score.forecast_point()
score() ——— ——— output
score.forecast_sample() )
l . + An object of class
score.forecast_quanttle() c(forecast_[type], data.table, data.frame)
score.default() « validates input « with attributes
® calls as_forecast() » applies scoring rules $forecast_type
® calls score() again « adds additional attribute $forecast_unit
$metric_names Smetric_names

Figure 5: Flowchart for calling ‘score()*

3.2. Scoring rules

Scoring rules are the functions the various scores and metrics. They are consistently named
name of the metric + _ + forecast type. The return value is a vector with scores (only
in the case of wis() is there an optional argument that causes the function to return a list
of vectors). The first argument of a scoring rule is always observed, and the second one
is predicted. Scoring rules for quantile-based arguments require an additional vector that
denotes the quantile levels of the predictive quantiles.

Scoring rules differ in the relationship between input and output. Some scoring rules have
a one-to-one relationship between prediction and score, returning one value per value in
predicted. This is the case for all scoring rules for binary and point forecasts. Other scoring
rules have a many-to-one relationship, returning one value per multiple values in predicted.
This is the case for all scoring rules for sample- and quantile-based forecasts. For sample-
and quantile-based forecasts, predicted is therefore a matrix, with values in each row jointly
forming a single forecast.

Input formats and return values are shown in more detail in Figure 77.

3.3. Passing scoring rules to score()

The second argument to score() is a named list of scoring rules. Names of the list item
will be used as names of the columns in the output corresponding to the respective scoring
rule. The default list for every forecast type can be accessed by calling metrics_binary(),
metrics_point (), metrics_sample() and metrics_quantile().

Scoring rules need to be compatible with the type of the forecast that is scored and need
to have compatible input formats and return values. Within score(), arguments are passed
by position, meaning that users are not tied to the scoringutils naming convention, and can
supply functions that take equivalent, but differently called arguments. The default metrics
for point forecasts, for example, uses functions from the Metrics package, which use the names
actual and predicted instead of observed and predicted.
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Scoring rules for binary and point forecasts
n = number of forecasts / observations

observed predicted return

Input:
* observed:
® ° — ® vector of length n
* predicted:
1x1 1x1 1x1 vector of length n
® e 4 output:
: : — : = vector of length n
[ ] [ ] [ ]
nxi nxi nx1
Scoring rules for sample-based forecasts
n = number of forecasts / observations, N = number of samples per forecast
observed predicted return
Input:
* observed:
¢ | > ¢ vector of length n
* predicted:
1x1 N x1 1x1 matrix of dimn x N
(vector of length N if
® o ® observed is scalar)
L 4 [ ) L
@ [ @
L] L (] output:
nx1 nxN nx 1 « vector of length n

Scoring rules for quantile-based forecasts
n = number of forecasts / observations, N = number of quantiles per forecast

observed predicted quantile_level return Input:
* observed:
[ ] ' 4 ° vector of length n
* predicted:

matrix of dimn x N
11 Nx1 Nx1 11 (vector of length N)

* quantile_level:

® [ ®
® S 3 °® vector of length N
[ 4 [ ®
[ ] L] ® output:
nxi nxN nxN nxi « vector of length n

Figure 6: Overview of the inputs and outputs of the scoring rules (scoring functions that can
be called directly on a set of vectors / matrices)

R> score(example_point) [>
+ print(2)

location target_end_date target_type observed location_name
1: DE 2021-05-08 Cases 106987 Germany
2: DE 2021-05-08 Cases 106987 Germany

886: IT 2021-07-24 Deaths 78 Italy
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887: IT 2021-07-24 Deaths 78 Italy
forecast_date predicted model horizon ae_point
1: 2021-05-03 119258 EuroCOVIDhub-ensemble 1 12271
2: 2021-05-03 132607 EuroCOVIDhub-baseline 1 25620
886: 2021-07-05 104 epiforecasts-EpiNow2 3 26
887: 2021-07-12 186 epiforecasts-EpiNow2 2 108
se_point ape

1: 150577441 0.1146962
2: 656384400 0.2394683
886: 676 0.3333333
887: 11664 1.3846154

3.4. The unit of a single forecast

In order to score forecasts, scoringutils needs to know which of the rows of the data belong
together and jointly form a single forecasts. This is easy e.g. for point forecast, where there is
one row per forecast. Probabilistic forecasts, however, are usually composed of several values
and for quantile or sample-based forecasts, there are therefore multiple rows that belong to a
single forecast.

The unit of a single forecast (or “forecast unit”) is defined by the other columns of the data
(except for a few protected columns). A single forecast should be uniquely defined by the
combination of values in those columns. For example, consider forecasts made by different
models in various locations at different time points and for different targets. A single forecast
could then be uniquely described by the values in the columns “model”, “location”, “date”,
and “target”, and the forecast unit would be forecast_unit = c("model", "location",
"date", "taret"). As the forecast unit is internally determined based on the names of the
existing columns, it is mandatory that no column is present that is unrelated to the forecast
unit. As a very simplistic example, consider an additional row, “even”, that is one if the row
number is even and zero otherwise. The existence of this column would change results, as
score() assumes it was relevant to grouping the forecasts.

In order to avoid issues, we recommend using the function set_forecast_unit () to determine
the forecast unit manually. The function simply drops unneeded columns, while making sure
that all necessary, ‘protected columns’ like predicted or observed are retained. You can get
a list of all protected columns by calling get_protected_columns(). You can get the current
forecast unit by calling get_forecast_unit() on the data or by simply printing the object
if it is of class forecast_x*.

The function get_duplicate_forecasts() may be helpful in case validate_forecast()
returns an error message about duplicate forecasts. This can occur if there is more than one
predicted value for a single forecast unit. In the case of quantile- and sample-based forecasts,
rows will only be considered duplicates if they have the same quantile level or sample id. Du-
plicate forecasts can be a sign of a wrongly defined forecast unit. For example, if we dropped
the column target_type in the example data, we would obtain an error about duplicate
forecasts. Even though the predicted values differ, there are now two different forecasts for

11
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the exact same forecast unit, as far as scoringutils can tell. get_duplicate_forecasts()
finds duplicates and returns them for the user to inspect.

R> rbind(example_quantile, example_quantile[1001:1002]) [>
+ get_duplicate_forecasts()

location target_end_date target_type observed location_name

1: DE 2021-05-22 Deaths 1285 Germany
2: DE 2021-05-22 Deaths 1285 Germany
3: DE 2021-05-22 Deaths 1285 Germany
4: DE 2021-05-22 Deaths 1285 Germany
forecast_date quantile predicted model horizon
1: 2021-05-17 0.975 1642 epiforecasts-EpiNow2 1
2: 2021-05-17 0.990 1951 epiforecasts-EpiNow2 1
3: 2021-05-17 0.975 1642 epiforecasts-EpiNow2 1
4: 2021-05-17 0.990 1951 epiforecasts-EpiNow2 1

3.5. Transforming forecasts

As suggested in (Bosse et al. 2023), users may want to transform forecasts before scoring
them. In an epidemiological context for example, the continuous ranked probability score
(CRPS) and the weighted interval score (WIS) are two commonly used scoring rules. Both
measure the absolute distance between the forecast and the observation. This may not be
desirable in the context of epidemiological forecasts, where infectious disease processes are
usually modelled to occur on a multiplicative scale. Taking the logarithm of the forecasts and
observations before scoring them makes it possible to evaluate forecasters based on how well
they predicted the exponential growth rate.

The function transform_forecasts() allows users to apply arbitrary transformations to
forecasts and observations. Users can specify a function via the argument fun (as well as sup-
ply additional function parameters). The default function is log_shift (), which is simply
a wrapper around log() with an additional offset to deal with zeroes in the data, i.e. com-
puting log(x + offset). Users can specify to either append the transformed forecasts to
the existing data by setting append = TRUE (the default behaviour, resulting in an additional
column scale) or to replace the existing forecasts in place.

Before calling the logarithm, we need to make sure that there are no negative values in the
data. When evaluating forecasts of epidemiological count data, one should perhaps simply
remove negative observations altogether, but for illustrative purposes we will replace them
with zeroes first before appending transformed counts.

R> example_quantile [>

+ transform_forecasts(fun
+ transform_forecasts (fun
+  print(2)

\ (x) {pmax(x, 0)}, append = FALSE) |[>
log_shift, offset = 1) [>

location target_end_date target_type observed
1: DE 2021-01-02 Cases 1.273000e+05
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2: DE 2021-01-02 Deaths 4.534000e+03
41089: IT 2021-07-24 Deaths 4.369448e+00
41090: IT 2021-07-24 Deaths 4.369448e+00

location_name forecast_date quantile predicted

1: Germany <NA> NA NA

2: Germany <NA> NA NA
41089: Italy 2021-07-12 0.975 6.416732
41090: Italy 2021-07-12 0.990 6.579251

model horizon  scale

1: <NA> NA natural

2: <NA> NA natural
41089: epiforecasts-EpiNow2 2 log
41090: epiforecasts-EpiNow2 2 log

3.6. Summarising scores

Usually, users will not be interested in the scores for each individual forecast, but rather in a
summarised score. The function summarise_scores() allows users to aggregate scores across
dimensions using an arbitrary function.

There are two different, but essentially equivalent ways of specifying the summary level. Users
can either specify the columns that should be retained (using the argument by), or they can
specify the columns that should be aggregated over (using the argument across).

R> example_quantile[horizon == 2] |[>
+ score(metrics = list("wis" = wis)) [>
+  summarise_scores(by = c("model", "target_type"))

Summarised scores can then be visualised using the function XXXscores_table(). In order
to display scores it is often useful to round the output, for example to two significant digits,
which can be achieved with another call to summarise_scores(). The output of the following
is shown in Figure 7:

R> example_quantile[horizon == 2] |[>

+ score() [>

summarise_scores (by = c("model", "target_type")) [>
summarise_scores(fun = signif, digits = 2) [>
plot_score_table(y = "model", by = "target_type") +
facet_wrap(~ target_type)

+ + + +

While summarise_scores() accepts arbitrary summary functions, care has to be taken when
using something else than mean (). Many scoring rules for probabilistic forecasts are so-called
‘strictly proper scoring rules’ (Gneiting and Raftery 2007). Strictly proper scoring rules
are constructed such that they cannot always incentivise the forecaster to report her honest

13
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Cases Deaths
UMass-MechBayes 52 9.5 16 26 0.0027 039 0.89 -0.045 79
EuroCOVIDhub-ensemble - 17000 9700 3900 3700 -0.068 0.41 0.77 . 23000 41 7.1 35 30 0.091 0.89 il 0.2 51
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Figure 7: Coloured table to visualise the computed scores. Red colours indicate that a value
is higher than ideal, blue indicates it is lower than ideal and the opacity indicates the strength
of the deviation from the ideal.

belief about the future and cannot be cheated. Let’s assume that a forecaster’s true belief
about the future corresponds to a predictive distribution F'. Then, if F' really was the true
data-generating process, a scoring rule would be proper if it ensures that no other forecast
distribution G would yield a better expected score. If the scoring rule ensures that under F
no other possible predictive distribution can achieve the same expected score as F', then it is
called strictly proper. From the forecaster’s perspective, any devation from her true belief F’
leads to a worsening of expected scores. When using summary functions other then the mean,
however, scores may lose their propriety (the property of incentivising honest reporting) and
become cheatable. For example, the median of several individual scores (individually based
on a strictly roper scoring rule) is usually not proper. A forecaster judged by the median of
several scores may be incentivised to misrepresent their true belief in a way that is not true
for the mean score.

The user must exercise additional caution and should usually avoid aggregating scores across
categories which differ much in the magnitude of the quantity to forecast, as forecast errors
usually increase with the order of magnitude of the forecast target. In the given example,
looking at one score per model (i.e., specifying summarise_by = c("model")) is problematic,
as overall aggregate scores would be dominated by case forecasts, while performance on deaths
would have little influence. Similarly, aggregating over different forecast horizons is often ill-
advised as the mean will be dominated by further ahead forecast horizons. In the previous
function calls, we therefore decided to only analyse forecasts with a forecast horizon of two
weeks.

3.7. Additional visualisations of scores

Heatmaps

To detect systematic patterns it may be useful to visualise a single metric across several
dimensions. The function plot_heatmap() can be used to create a heatmap that achieves
this. The following produces a heatmap of bias values across different locations and forecast
targets (output shown in Figure 8).

R> score(example_continuous) [>
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+  summarise_scores(by = c("model"”, "location", "target_type")) [>

+ plot_heatmap(x = "location", metric = "bias") +
+ facet_wrap(~ target_type)
Cases Deaths
UMass—-MechBayes - 0.05 0.63 -0.21
__ EuroCOVIDhub—ensemble 0.18 0.01 0.1 -0.05 0.05 0.11 0.15
3
g
EuroCOVIDhub-baseline 0.51 -0.03 0.28 0.4 0.34 0.08 0.45
epiforecasts—EpiNow?2 0.16 -0.03 -0.19 -0.1 -0.35 -0.06 0.43 -0.08
w o 0 [ w o m =
a L (O] [a] L (@]
location

bias .

-0.6-0.3 0.0 0.3 0.6

Figure 8: Heatmap of bias values for different models across different locations and forecast
targets. Bias values are bound between -1 (underprediction) and 1 (overprediction) and should
be 0 ideally. Red tiles indicate an upwards bias (overprediction), while blue tiles indicate a
downwards bias (under-predicction)

Weighted interval score decomposition

For quantile-based forecasts, the weighted interval score (WIS, Bracher et al. 2021a) is
commonly used and is a strictly proper scoring rule. The WIS treats the predictive quantiles
as a set of symmetric prediction intervals and measures the distance between the observation
and the forecast interval. It can be decomposed into a dispersion (uncertainty) component and
penalties for over- and underprediction. For a single interval, the interval score is computed
as 5 5

[Sa(Fy)= (u—0 +—-(-y) Uy <+ (y—u) 1y =)

——
dispersion

overprediction underprediction

where 1() is the indicator function, y is the observed value, and [ and u are the § and 1 — &

quantiles of the predictive distribution F, i.e. the lower and upper bound of a single prediction
interval. For a set of K prediction intervals and the median m, the score is computed as a
weighted sum,

K
WIS = wo-!y—mHZwk-ISa(F,y)),

: (
K +0.5 =
where wy, is a weight for every interval. Usually, wy = % and wo = 0.5. It is helpful to
visualise the decomposition of the weighted interval score into its components: dispersion,
overprediction and underprediction. This can be achieved using the function plot_wis(), as

shown in Figure 9

15
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R> score(example_quantile) [>

+  summarise_scores(by = c("model", "target_type")) [>
+ plot_wis(relative_contributions = FALSE) +
+  facet_wrap(~ target_type,
+ scales = "free_x")
A B
Cases Deaths Cases Deaths
UMass-MechBayes

__ EuroCOVIDhub-ensemble

3

o

£

epiforecasts—EpiNow2

EuroCOVIDhub-baseline -

0 10000 20000 0 50 100 150 0.00 025 050 0.75 1.00 0.00 025 050 0.75 1.00
WIS contributions Normalised WIS contributions

WIS component . overprediction . underprediction . dispersion

Figure 9: Decomposition of the weighted interval score (WIS) into dispersion, overprediction
and underprediction. A: absolute contributions, B: contributions normalised to 1.

3.8. Correlations

Users can examine correlations between scores using the function correlation(). This pro-
duces an output of class XXX with its own plot method. The plot resulting from the following
code is shown in Figure 10.

R> correlations <- example_quantile [>
+ score() [>

+  summarise_scores() [>

+ correlation()

R>
R> correlations [>
+ plot()

3.9. Pairwise comparisons

3.10. Pairwise comparisons

Raw scores for different forecasting models are not directly comparable in the case of missing
forecasts, as forecasting targets usually differ in their characteristics (e.g., the scale of the
forecast target, how difficult targets are to forecast etc.). One way to mitigate this are
relative skill scores based on pairwise comparisons (Cramer et al. 2021).

Models enter a ‘pairwise tournament’, where all possible pairs of models are compared based
on the overlapping set of available forecasts common to both models (omitting comparisons
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Figure 10: Correlation between different scores

where there is no overlapping set of forecasts). For every pair, the ratio of the mean scores
of both models is computed. The relative skill score of a model is then the geometric mean
of all mean score ratios which involve that model. This gives us an indicator of performance
relative to all other models, with the orientation depending on the score used (if lower values
are better for a particular scoring rule, then the same is true for the relative skill score
computed based on that score). Two models can of course only be fairly compared if they
have overlapping forecasts. One simple rule of thumb one could apply is to only compare
models that have forecasts for at least 50% of the available targets, thereby ensuring that
all models have overlapping sets of forecasts. Furthermore, pairwise comparisons between
models for a given metric are only possible if all values have the same sign, i.e. all score values
need to be either positive or negative. The process of pairwise comparisons is illustrated in
Figure 11.

Relative skill scores via pairwise comparisons can be calculated in two different ways. The first
one is by calling the function pairiwse_comparison(). It takes a data.table (or similar)
of scores as input, and returns a data.table with the results of the pairwise tournament. It
displays the mean scores ratio for every pair of models, a p-value for whether scores for one
model are significantly different from scores for another model, and the relative skill score
for every model. Users can also specify a baseline model, in which case a scaled relative skill
scores is computed by dividing the relative skill score of every model by the relative skill score
of the baseline model. Another option is to call the function add_pairwise_comparison()
on the output of score() which will simply add additional columns for the relative skill and
scaled relative skill.

In both cases, pairwise comparisons are computed according to the grouping specified in the
argument by: internally, the data.table with all scores gets split into different data.tables
according to the values specified in by (excluding the column ‘model’). Relative scores are
then computed for every individual group separately. In the example below we specify by =
c("model", "target_type"), which means that there is one relative skill score per model,
calculated separately for the different forecasting targets.

17
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Figure 11: Ilustration of the computation of relative skill scores through pairwise comparisons
of three different forecast models, M1-M3..

R> s <- score(example_quantile[horizon == 2])
R> pairwise_comparison(s, by = c("model", "target_type")) [>
+ print(1:3)

The output of pairwise_comparison() is an object of class XXX with its own plot()
method. An example is shown in Figure 12.

R> score(example_quantile) |[>

+ pairwise_comparison(by = c("model", "target_type"),

+ baseline = "EuroCOVIDhub-baseline") [>
+ plot_pairwise_comparison() +

+  facet_wrap(~ target_type)

It is in principle possible to compute p-values to determine whether two models perform sig-
nificantly differently. scoringutils allows to compute these using either the Wilcoxon rank sum
test (also known as Mann-Whitney-U test) (Mann and Whitney 1947) or a permutation test.
In practice, this is complicated by the fact that both tests assume independent observations.
In reality, however, forecasts by a model may be correlated across time or another dimension
(e.g., if a forecaster has a bad day, they might perform badly across different targets for a
given forecast date). P-values may therefore be too liberal in suggesting significant differences
where there aren’t any. One way to mitigate this is to aggregate observations over a category
where one suspects correlation (for example averaging across all forecasts made on a given
date) before making pairwise comparisons. A test that is performed on aggregate scores will
likely be more conservative.

Pairwise comparisons should usually be made based on unsummarised scores (the function
pairwise_comparison() internally summarises over samples and quantiles automatically,
but nothing else), as summarising can change the set of overlapping forecasts between two
models and distort relative skill scores. When using pairwise_comparison(), the function
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Figure 12: Ratios of mean weighted interval scores based on overlapping forecast sets. When
interpreting the plot one should look at the model on the y-axis, and the model on the x-axis is
the one it is compared against. If a tile is blue, then the model on the y-axis performed better.
If it is red, the model on the x-axis performed better in direct comparison. In the example
above, the EuroCOVIDhub-ensemble performs best (it only has values smaller than one),
while the EuroCOVIDhub-baseline performs worst (and only has values larger than one). For
cases, the UMass-MechBayes model is excluded as there are no case forecasts available and
therefore the set of overlapping forecasts is empty.

summarise_scores () should therefore usually not be called beforehand. One potential excep-
tion to this is when one is interested in the p-values obtained from pairwise comparisons. As
forecasts are usually highly correlated (which the calculation of p-values do not account for),
it may be sensible to summaries over a few categories (provided there are no missing values
within the categories summarised over) to reduce correlation and obtain more conservative
p-values.

4. Calibration

Calibration refers to a statistical consistency (i.e., absence of systematic deviations) between
the forecasts and the observations. It is possible to distinguish several forms of calibration
which are discussed in detail by Gneiting et al. (2007). The form of calibration most commonly
focused on is called probabilistic calibration (for other form of calibration, see Gneiting et al.
(2007)). Probabilistic calibration means that the forecast distributions are consistent with
the true data-generating distributions in the sense that on average, 7% of true observations
will be below the corresponding 7-%-quantiles of the cumulative forecast distributions.

4.1. Interval coverage and quantile coverage

This of course, can be most easily verified for predictive distributions in a quantile-based
format. For such forecasts, one can easily compare the proportion of observations that fall
below the 7-quantiles of all forecasts (“empirical quantile coverage”) to the nominal quantile
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coverage T.

The above definition of probabilistic calibration also implies that the empirical coverage of
the central prediction intervals formed by the predictive quantiles should be equal to the
nominal interval coverage. For example, the central 50% prediction intervals of all forecasts
should really contain around 50% of the observed values, the 90% central intervals should
contain around 90% of observations etc. Forecasts that are too narrow and do not cover
the required proportion of observations are called overconfident or underdispersed, while
predictive distributions that are too wide are often called underconfident, overdispersed or
conservative.

Users can obtain coverage values for quantile-based predictions in two different ways. The
first is to call the functions XXX and XXX directly as scoring rules within score() to
obtain coverage values for specific quantile-levels or central prediction intervals. A more
comprehensive way is by using the function add_coverage() directly on the raw forecasts.
It adds additional columns with the width of the central prediction interval corresponding
to a given quantile level, quantile coverage, interval coverage, quantile coverage deviation
and interval coverage deviation. Deviation here means the difference between nominal and
empirical coverage. Coverage for a single quantile or interval is only ever TRUE or FALSE.
Coverage values are therefore only meaningful when summarised over many forecasts. This
can be done calling summarise_scores(). Results can then be visualised using the function
plot_interval_coverage() (see row 3 in Figure 14) and plot_quantile_coverage() (row
4 in Figure 14). Both show nominal against empirical coverage. Ideally forecasters should
lie on the diagonal line. For interval coverage plots, a shift to the left means a forecaster is
too conservative and issues a predictive distribution that is too wide and covers more of the
observed values than needed. A shift to the right means a forecaster is overconfident and the
forecast distribution is too narrow. For quantile coverage plots, the interpretation depends on
whether the quantile is above or below the median. For quantiles below the median, a line to
the right of the diagonal (predictive quantiles lower than the quantiles of the data-generating
distribution) means a forecaster is too conservative, while for quantiles above the median, a
line to the left of the diagonal line (predictive quantiles higher than the quantiles of the data-
generating distribution) implies conservative predictions. Areas that imply a conservative
forecaster are shaded in green.

It is in principle possible to convert sample-based forecasts to quantile-based forecasts using
the function sample_to_quantile_forecastXXX() to make use of add_coverage(). This
should be done with caution, as the estimation of quantiles from predictive samples may be
biased if the number of available samples is not sufficiently large.

4.2. Probability integral transform (PIT)

A more natural way to visualise probabilistic calibration for sample-based forecasts (and
an alternative option for quantile-based ones) is the probability integral transform (PIT)
histogram (Dawid 1984).

Observed values, y, are transformed using the CDF of the predictive distribution, F', to
create a new variable u with u = F(y). u is therefore simply the CDF of the predictive
distribution evaluated at the observed value. If forecasts are probabilistically calibrated,
then the transformed values will be uniformly distributed (for a proof see for example Angus
(1994)). When plotting a histogram of PIT values (see row 2 in Figure 14), bias usually leads



Journal of Statistical Software

to a triangular shape, a U-shaped histogram corresponds to forecasts that are under-dispersed
(too sharp) and a hump-shape appears when forecasts are over-dispersed (too wide). There
exist different variations of the PIT to deal with discrete instead of continuous data (see
e.g. Czado, Gneiting, and Held (2009) and Funk et al. (2019)). The PIT version implemented
in scoringutils for discrete variables follows Funk et al. (2019).

..and create PIT histograms using the function plot_pit(). The output of the following is
shown in Figure 13:

R> example_continuous [>

+ pit(by = c("model", "target_type")) [>
+ plot_pit() +

+  facet_grid(target_type ~ model)
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Figure 13: PIT histograms of all models stratified by forecast target. Histograms should
ideally be uniform. A u-shape usually indicates overconfidence (forecasts are too narrow),
a hump-shaped form indicates underconfidence (forecasts are too uncertain) and a triangle-
shape indicates bias.

It is in theory possible to formally test probabilistic calibration, for example by employing
an Anderson Darling test on the uniformity of PIT values. In practice this can be difficult
as forecasts and therefore also PIT values are often correlated. Personal experience suggests
that the Anderson Darling test is often too quick to reject the null hypothesis of uniformity.
It is also important to note that uniformity of the PIT histogram (or a diagonal on quantile
and interval coverage plots) indicates probabilistic calibration, but does not guarantee that
forecasts are indeed calibrated in every relevant sense. Gneiting et al. (2007); Hamill (2001)
provide examples with different forecasters who are clearly mis-calibrated, but have uniform
PIT histograms.

R> cov_scores <- score(example_quantile) [>
+ summarise_scores(by = c("model", "target_type", '"range", "quantile"))
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Figure 14: A: Different forecasting distributions (black) against observations sampled from a
standard normal distribution (grey histograms). B: PIT histograms based on the predictive
distributions and the sampled observations shown in A. C: Empirical vs. nominal coverage of
the central prediction intervals for simulated observations and predictions. Areas shaded in
green indicate that the forecasts are too wide (i.e., underconfident), covering more true values
than they actually should, while areas in white indicate that the model generates too narrow
predictions and fails to cover the desired proportion of true values with its prediction intervals.
D: Quantile coverage values, with green areas indicating too wide (i.e., conservative) forecasts.

E: Scores for the standard normal predictive distribution and the observations drawn from
different data-generating distributions.

R>

R> plot_interval_coverage (cov_scores) +
+ facet_wrap(~ target_type)
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R>
R> plot_quantile_coverage (cov_scores) +
+ facet_wrap(~ target_type)
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Figure 15: Interval coverage (A) and quantile coverage (B) plots. Areas shaded in green
indicate that the forecasts are too wide (i.e., underconfident), while areas in white indicate
that the model is overconfident and generates too narrow predictions intervals.

4.3. Bias

Another specific and very common form of miscalibration is bias, i.e. systematically over-
or underpredicting the observed values. scoringutils exports a bias metric bias_quantile ()
and bias_sample(). The implementation follows Funk et al. (2019) and captures how much
probability mass of the forecast was above or below the true value (mapped to values between
-1 and 1, with 0 being ideal). Values represent a general tendency to over- or under-predict
in relative terms. A value of -1 implies that the entire probability mass of the predictive
distribution was below the observed value (and analogously above it for a value of 1).

For forecasts in a quantile format, bias is also reflected in the over- and underprediction
components of the weighted interval score (a proper scoring rule explained in more detail in
Section ?7?). These measure over- and underprediction on an absolute scale (analogous to
the absolute error of a point forecast), rather than a relative scale. It is important to note
that it is not a priori clear what the decomposition ‘should’ look like - a forecast can be well
calibrated and still have different amounts of over- and underprediction. High overprediction
or underprediction values can therefore not immediately be interpreted as systematic bias.
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5. Summary and discussion

Future development plans

Forecast evaluation is invaluable to understanding and improving current forecasts. The
scoringutils package aims to facilitate this process and make it easier, even for less experienced
users. It provides a fast, flexible and convenient evaluation framework based on data.frames,
but also makes a set of scoring functions available to more experienced users to be used in other
packages or pipelines. A set of visualisations and plotting functions help with diagnosing issues
with models and allow for thorough comparison between different forecasting approaches.

The package is still under active development and we warmly welcome contributions to
scoringutils. In the future we hope to extend the number of scoring metrics supported.
This includes spherical scoring rules (Gneiting and Raftery 2007; Jose 2009; Machete 2012),
evaluation of multinomial prediction tasks, as well as a broader range of scoring metrics for
point forecasts. We also plan to expand the plotting functionality and hope to make templates
available for automated scoring reports.
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(APPENDIX) Detailed Information on Metrics

Metric Explanation

CRPS The crps is a proper scoring rule that generalises the absolute error to
(Continuous) probabilistic forecasts. It measures the 'distance’ of the predictive
ranked distribution to the observed data-generating distribution. The CRPS

probability score

is given as

o0
CRPS(Fy) = [ (Fl@) — 1o > y))dw,
—0o0
where y is the true observed value and F the CDF of predictive
distribution. Often An alternative representation is used:

1

where X and X’ are independent realisations from the predictive
distributions F' with finite first moment and y is the true value. In
this representation we can simply replace X and X’ by samples sum
over all possible combinations to obtain the CRPS. For integer-valued
forecasts, the RPS is given as

(e.9]

RPS(F,y) = Y (F(z) - 1(z > y))*.

=0

Usage and caveats Smaller values are better. The crps is a good
choice for most practical purposes that involve decision making, as it
takes the entire predictive distribution into account. If two forecasters
assign the same probability to the true event y, then the forecaster
who assigned high probability to events far away from y will still get
a worse score. The crps (in contrast to the log score) can at times be
quite lenient towards extreme mispredictions. Also, due to it’s
similarity to the absolute error, the level of scores depend a lot on the
absolute value of what is predicted, which makes it hard to compare
scores of forecasts for quantities that are orders of magnitude apart.

Table 1: Detailed explanation of all the metrics.
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Metric Explanation
Log score The Log score is a proper scoring rule that is computed as the

negative log of the predictive density evaluated at the true observed
value. It is given as

log score = —log f(y),

where f is the predictive density function and y is the true value. For
integer-valued forecasts, the log score can be computed as

log score = — log py,

where p, is the probability assigned to outcome p by the forecast F.
Usage and caveats: Smaller values are better, but sometimes the
sign is reversed. The log score is sensitive to outliers, as individual log
score contributions quickly can become very large if the event falls in
the tails of the predictive distribution, where f(y) (or p,) is close to
zero. Whether or not that is desirable depends on the application. In
scoringutils, the log score cannot be used for integer-valued forecasts,
as the implementation requires a predictive density. In contrast to
the crps, the log score is a local scoring rule: it’s value only depends
only on the probability that was assigned to the actual outcome.
This property may be desirable for inferential purposes, for example
in a Bayesian context (Winkler et al., 1996). In settings where
forecasts inform decision making, it may be more appropriate to score
forecasts based on the entire predictive distribution.

Table 1: Detailed explanation of all the metrics.
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Metric

Explanation

WIS (Weighted)

interval score

DSS Dawid-
Sebastiani score

The (weighted) interval score is a proper scoring rule for quantile
forecasts that converges to the crps for an increasing number of
intervals. The score can be decomposed into a sharpness
(uncertainty) component and penalties for over- and underprediction.
For a single interval, the score is computed as

ISa(Fy) = (u=D)+ = (1= y) My S D+ > - (y—u) 1y 2 w),

where 1() is the indicator function, y is the true value, and [ and u
are the § and 1 — § quantiles of the predictive distribution F, i.e.
the lower and upper bound of a single prediction interval. For a set of
K prediction intervals and the median m, the score is computed as a
weighted sum,

K
(wo - ly —m|+ Y wi - ISa(F,y)),
k=1

1
WIS =——
5= X%+05

where wy, is a weight for every interval. Usually, wy, = % and

wo = 0.5.

Usage and caveats: Smaller scores are better. Applicable to all
quantile forecasts, takes the entire predictive distribution into
account. Just as the crps, the wis is based on measures of absolute
error. When averaging across multiple targets, it will therefore be
dominated by targets with higher absolute values. The decomposition
into sharpness, over- and underprediction make it easy to interpret
scores and use them for model improvement.

The Dawid-Sebastiani-Score is a proper scoring rule proposed that
only relies on the first moments of the predictive distribution and is
therefore easy to compute. It is given as

N2
dss(F,y) = (y,u) +2-logo,
o

where F' is the predictive distribution with mean p and standard
deviation ¢ and y is the true observed value.

Usage and caveats The dss is applicable to continuous and integer
forecasts and easy to compute. Apart from the ease of computation
we see little advantage in using it over other scores.

Table 1: Detailed explanation of all the metrics.
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Metric

Explanation

Brier score

Interval
coverage

Quantile
coverage

Proper scoring rule for binary forecasts. The Brier score is computed

as
N

Brier Score = ]t;(fn — Un)s
where f,, with n =1,..., N are the predicted probablities that the
corresponding events, y,, € (0,1) will be equal to one.)
Usage: Applicable to all binary forecasts.

Interval coverage measures the proportion of observed values that fall
in a given prediction interval range. Interval coverage for a single
prediction interval range can be calculated as

1C, = nominal coverage — empirical coverage,

where nominal coverage is 1 — a and empirical coverage is the
proportion of true values actually covered by all 1 — « prediction
intervals.

To summarise interval coverage over different over multiple interval
ranges, we can compute coverage deviation defined as the mean
interval coverage over all K interval ranges oy with k =1,..., K:

K
1
C deviati :—E IC
overage deviation 2 .

Usage: Interval coverage for a set of chosen intervals, (e.g. 50% and
90%) gives a good indication of marginal calibration and is easy to
interpret. Reporting coverage deviation has the advantage of
summarising calibration in a single number, but loses some of the
nuance.

Quantile coverage for a given quantile level is the proportion of true
values smaller than the predictions corresponding to that quantile
level.

Usage: Quantile coverage is similar to interval coverage, but conveys
more information. For example, it allows us to look at the 5% and
95% quantile separately, instead of jointly at the 90% prediction
interval). This helps to diagnose whether it is the upper or lower end
of a prediction interval that is causing problems. Plots of quantile
coverage are conceptually very similar to PIT histograms.

Table 1: Detailed explanation of all the metrics.
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Metric Explanation
Probability The probability integral transform (PIT, Dawid 1984) represents a
integral succinct way to visualise deviations between the predictive

transform (PIT)

distribution F' and the true data-generating distribution G. The idea
is to transform the observed values such that agreement between
forecasts and data can then be examined by observing whether or not
the transformed values follow a uniform distribution. The PIT is
given by

u=F(y),

where v is the transformed variable and F(y) is the predictive
distribution F' evaluated at the true observed value y. If F = G, then
u follows a uniform distribution.

For integer outcomes, the PIT is no longer uniform even when
forecasts are ideal. Instead, a randomised PIT can be used:

u=P(y) +v-(Py) — Ply—1)),

where y is again the observed value P() is the cumulative probability
assigned to all values smaller or equal to y (where P(—1) = 0 by
definition, and v is a standard uniform variable independent of y. If
P is equal to the true data-generating distribution function, then u is
standard uniform. also propose a non-randomised version of the PIT
for count data that could be used alternatively.

Usage: One can plot a histogram of u values to look for deviations
from uniformity. U-shaped histograms often result from predictions
that are too narrow, while hump-shaped histograms indicate that
predictions may be too wide. Biased predictions will usually result in
a triangle-shaped histogram. One can also test for deviations from
normality, using for example an Anderson-Darling test. This,
however, proves to be overly strict in practice and even slight
deviations from perfect calibration are punished in a way that makes
it very hard to compare models at all. In addition, errors from
forecasts may be correlated (i.e. forecasts made on a given date),
potentially violating the assumptions of the Anderson-Darling test.
We therefore do not recommend it for most use cases.

Table 1: Detailed explanation of all the metrics.
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Metric Explanation
Sharpness Sharpness is the ability to produce narrow forecasts and is a feature

of the forecasts only and does not depend on the observations.
Sharpness is therefore only of interest conditional on calibration: a
very precise forecast is not useful if it is clearly wrong.

As suggested by Funk et al. (2019), we measure sharpness for
continuous and integer forecasts represented by predictive samples as
the normalised median absolute deviation about the median (MADN)
), i.e.

S(F) = 6% median(|z — median(x)|),
where x is the vector of all predictive samples and ﬁ is a
normalising constant. If the predictive distribution F' is the CDF of a
normal distribution, then sharpness will equal the standard deviation
of F.

For quantile forecasts we can directly use the sharpness component of
the weighted interval score. Sharpness is then simply the weighted
mean of the widths of the central prediction intervals.

Table 1: Detailed explanation of all the metrics.



Journal of Statistical Software 31

Metric

Explanation

Bias

Bias is a measure of the tendency of a forecaster to over- or
underpredict. For continuous forecasts, bias is given as

B(F,y) =1-2-(F(y)),

where F' is the CDF of the predictive distribution and y is the
observed value.
For integer-valued forecasts, bias can be calculated as

B(Py) =1—(P(y) + Py + 1)),

where P(y) is the cumulative probability assigned to all outcomes
smaller or equal to y.

For quantile forecasts, Bias can be calculated as the maximum
percentile rank for which the prediction is smaller than y, if the true
value is smaller than the median of the predictive distribution. If the
true value is above the median of the predictive distribution, then
bias is the minimum percentile rank for which the corresponding
quantile is still larger than the true value. If the true value is exactly
the median, bias is zero. For a large enough number of quantiles, the
percentile rank will equal the proportion of predictive samples below
the observed true value, and this metric coincides with the one for
continuous forecasts.

Usage: In contrast to the over- and underprediction penalties of the
interval score it is bound between 0 and 1 and represents the
tendency of forecasts to be biased rather than the absolute amount of
over- and underprediction. It is therefore a more robust
measurement, but harder to interpet. It largely depends on the
application whether one is more interested in the tendency to be
biased or in the absolute value of over- and underpredictions.

Table 1: Detailed explanation of all the metrics.
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Metric

Explanation

Mean score ratio

Relative skill

The mean score ratio is used to compare two models on the
overlapping set of forecast targets for which both models have made a
prediction. The mean score ratio is calculated as the mean score
achieved by the first model over the mean score achieved by the
second model. More precisely, for two models %, j, we determine the
set of overlapping forecasts, denoted by A;; and compute the mean
score ratio 0;; as

mean score model 7 on A;;
Hij = = .
mean score model j on A;;

The mean score ratio can in principle be computed for any arbitrary
score.

Usage: Mean scores ratios are usually calculated in the context of
pairwise comparisons, where a set of models is compared by looking
at mean score ratios of all possible parings. Whether smaller or larger
values are better depends on the orientation of the original score used

Relative skill scores can be used to obtain a ranking of models based
on pairwise comparisons between all models. To compute the relative
skill 8; of model 7, we take the geometric mean of all mean score
ratios that involve model i, i.e.

o 1/M
;i = (H 0im> ;
m=1

where M is the number of models.

Usage and caveats: Relative skill is a helpful way to obtain a
model ranking. Whether smaller or larger values are better depends
on the orientation of the original score used. It is in principle
relatively robust against biases that arise when models only forecast
some of the available targets and is a reasonable way to handle
missing forecasts. One possible precautionary measure to reduces
issues with missing forecasts is to only compare models that have
forecasted at least half of all possible targets (this ensures that there
is always an overlap between models). If there is no overlap between
models, the relative skill implicitly estimates how a model would have
forecasted on those missing targets.
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